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**Abstract.** Thanks to Shor’s quantum factoring algorithm, the most prevalent asymmetric cryptographic systems (RSA, ECC) are now known to be vulnerable to attack by sufficiently powerful quantum computers. In this paper we discuss three Group Theoretic cryptographic protocols known as WalnutDSA (a digital signature algorithm), Hickory (a cryptographic hash function), and IronwoodKAP (a key agreement protocol), in the context of post-quantum cryptography. Unlike the classical public key protocols, the algebra underlying Walnut, Hickory, and Ironwood is non-abelian. We present evidence that these protocols are not susceptible to the quantum attacks known to be effective on RSA and ECC, and conclude that Group Theoretic Cryptography is a viable candidate for post-quantum cryptography.

1. **Introduction**

Historically, cryptography has been used for millennia to protect communications. Symmetric methods, from the venerable Caesar cipher to the modern AES, have always had a major issue: key management. Public key cryptography solved the key management issue (Whitfield Diffie and Martin Hellman (DH); Rivest, Shamir, and Adelman (RSA); Neal Koblitz and Victor S. Miller (ECC), providing a modest 5 – 10x improvement over the foregoing based upon shorter key sizes) by enabling an exchange of data across a public channel. While solving the key management issue, implementation of the aforementioned cryptographic methods on small devices associated with the IoT is, however, relatively expensive. Given it operates on relatively large numbers, it requires a significant amount of space, computation, time, and energy.

As technology has improved and security needs have increased, developers of cryptographic protocols have responded by creating schemes based on advanced mathematical objects and techniques. The security of RSA, for instance, relies on the difficulty of factoring large integers. The security of DH and ECC relies on the difficulty of finding discrete logarithms in large finite cyclic groups. Although there are sophisticated attacks on these systems, no provably effective attacks are known.

Further complicating matters with its far-reaching implications, albeit in its infancy, is the introduction of quantum computing. It is a matter of time before quantum computing is commercially viable. Quantum computing provides algorithms that—when run on a sufficiently large quantum computer—can significantly affect the security of the cryptographic algorithms above. For instance, Shor’s algorithm [30] can crack factoring or discrete logarithm problems; Grover’s algorithm [21] can improve brute-force attacks by significantly reducing search spaces for private keys. As a result much current research has focused on cryptography that can survive into a post-quantum world.
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Group Theoretic Cryptography, the basis for cryptographic schemes for over a decade (refer to [32] for a more complete exposition), addresses the problem of small devices associated with the IoT and quantum computing. This paper focuses on a specific Group Theoretic set of public key methods that are efficient to implement in terms of code space, run quickly even on the smallest of platforms, and is resistant to quantum attacks that affect other asymmetric methods such as RSA, ECC, and DH.

This paper delves into the quantum-resistant one-way function, E-Multiplication, and proceeds as follows: a key agreement protocol and a digital signature algorithm based on that one-way function; an introduction to Group Theoretic Cryptography (GTC) and associated efficiency benefits; a series of GTC examples in various hardware implementations; and a review of other applications between elements within a single monolithic integrated circuit.

Specifically, this paper discusses three Group Theoretic Public Key protocols: WalnutDSA (a digital signature scheme), IronwoodKAP (a key agreement protocol), and the Hickory Hash function. However, unlike the classic protocols, these group theoretic protocols are not based on finite cyclic abelian groups. Instead, the underlying algebraic object is the braid group, an infinite non-abelian group. The security of these group theoretic protocols is not based on any problem known to be susceptible to a quantum attack, which makes them viable candidates for post-quantum asymmetric cryptography. In addition, since the data transmitted over public channels is contained in the Braid group, linear algebra/permutation based attack are not applicable to the protocols presented here (see [22][23][4]).

This paper is organized into nine sections. In Section 2 we give background on the braid group and the other algebraic structures used in our group theoretic protocols, and in Section 3 we describe our one-way function E-multiplication. Sections 4, 5, 6, introduce WalnutDSA, IronwoodKAP, and the Hickory Hash Function, respectively. The next two sections discuss the quantum resistance of these protocols. In Section 7 we discuss the impact of Grover’s quantum search algorithm on the security of group theoretic cryptographic protocols, and Section 8 discusses quantum resistance of WalnutDSA, IronwoodKAP, and the Hickory Hash Function. Finally, in Section 9 we present our conclusions.

2. The Braid Group and Colored Burau matrices

Let $B_N$ denote the $N$-strand braid group with Artin generators $\{b_1, b_2, \ldots, b_{N-1}\}$, subject to the following relations:

\[
b_i b_{i+1} b_i = b_{i+1} b_i b_{i+1}, \quad (i = 1, \ldots, N - 2),
\]

\[
b_i b_j = b_j b_i, \quad (|i - j| \geq 2).
\]

Thus any $\beta \in B_N$ can be expressed as a product of the form

\[
\beta = b_{i_1}^{\epsilon_1} b_{i_2}^{\epsilon_2} \cdots b_{i_k}^{\epsilon_k},
\]

where $i_j \in \{1, \ldots, N - 1\}$, and $\epsilon_j \in \{\pm 1\}$.

Each braid $\beta \in B_N$ determines an element of $S_N$, the group of permutations of the set $\{1, \ldots, N\}$, as follows. For $1 \leq i \leq N - 1$, let $\sigma_i \in S_N$ be the $i^{th}$ simple transposition, which interchanges $i$ and $i+1$ and leaves the remaining elements fixed. Then the map $b_i \mapsto \sigma_i$ defines a homomorphism $B_N \to S_N$. In particular, if $\beta \in B_N$ is written as in (3), then $\beta$ is mapped to the permutation $\sigma_\beta = \sigma_{i_1} \cdots \sigma_{i_k}$.
Each braid generator $b_i$ also determines an $N \times N$ matrix $CB(b_i)$, called the $i^{th}$ colored Burau matrix [10]. Let $\{t_1, \ldots, t_N\}$ be a set of $N$ indeterminates. For $i = 1$ and for $2 \leq i \leq N - 1$, define $CB(b_i)$ by:

$$CB(b_1) = \begin{pmatrix} -t_1 & 1 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ 0 & 0 & \cdots & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad (4) \quad CB(b_i) = \begin{pmatrix} 1 & \cdots & 0 & 0 \\ t_i & -t_i & \cdots & 0 \\ 0 & 0 & \cdots & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}. \quad (5)$$

Here the indicated variables appear in row $i$. We similarly define $CB(b_i^{-1})$ by modifying (4)–(5) slightly: we put

$$CB(b_i^{-1}) = \begin{pmatrix} 1 & \cdots & 0 & 0 \\ \cdots & 1 & -1/t_{i+1} & 1/t_{i+1} \\ \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & 1 \end{pmatrix},$$

where again the indicated variables appear in row $i$, and define $CB(b_i^{-1})$ by omitting the leftmost 1. For example, here are the colored Burau matrices in the case $N = 4$:

$$CB(b_1) = \begin{pmatrix} -t_1 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad CB(b_2) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ t_2 & -t_2 & 1 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad CB(b_3) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & t_3 & -t_3 & 1 \\ 0 & 0 & 0 & 1 \end{pmatrix},$$

$$CB(b_1^{-1}) = \begin{pmatrix} -1/t_2 & 1/t_2 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad CB(b_2^{-1}) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 1 & -1/t_3 & 1/t_3 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix},$$

$$CB(b_3^{-1}) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 1 & -1/t_4 & 1/t_4 \\ 0 & 0 & 0 & 1 \end{pmatrix}.$$

Recall that each generator $b_i$ has an associated simple transposition $\sigma_i$. We may then associate to each generator $b_i$ (respectively, inverse generator $b_i^{-1}$) a colored Burau/permutation pair $(CB(b_i), \sigma_i)$ (resp., $(CB(b_i^{-1}), \sigma_i)$). We now wish to define a multiplication of such colored Burau pairs so that the natural mapping from the braid group to the group of matrices with entries in the ring of Laurent polynomials in the $t_i$ is a homomorphism. To accomplish this, we require the following observation. Given a Laurent polynomial $f(t_1, \ldots, t_N)$ in $N$ variables, a permutation in $\sigma \in S_N$ can act on $f$ from the left by permuting the indices of the variables. We denote this action by $f \mapsto \sigma f$:

$$\sigma f(t_1, t_2, \ldots, t_N) = f(t_{\sigma(1)}, t_{\sigma(2)}, \ldots, t_{\sigma(N)}).$$

We extend this to an action of $S_N$ on matrices over the ring of Laurent polynomials in the $t_i$ by acting on each entry in the matrix, and similarly denote it by $M \mapsto \sigma M$. The product of
two colored Burau pairs is now defined as follows: given \( b_i^\pm, b_j^\pm \), we put
\[
(CB(b_i^\pm), \sigma_i) \circ (CB(b_j^\pm), \sigma_j) = \left( CB(b_i^\pm) \cdot (\sigma_i CB(b_j^\pm)), \sigma_i \cdot \sigma_j \right).
\]
We extend this definition to the braid group inductively: given any braid
\[
\beta = b_i^{e_1} b_j^{e_2} \cdots b_k^{e_k},
\]
as in (3), we can define a colored Burau pair \((CB(\beta), \sigma_\beta)\) by
\[
(CB(\beta), \sigma_\beta) = (CB(b_i^{e_1}), \sigma_1 CB(b_j^{e_2}), \sigma_1 \sigma_2 CB(b_k^{e_3})) \cdots \sigma_{i_1} \sigma_{i_2} \cdots \sigma_{i_k} CB(b_k^{e_k}), \ \sigma_{i_1} \sigma_{i_2} \cdots \sigma_{i_k}.
\]
One can check that this does indeed define a homomorphism from \(B_N\) to the group of matrices with Laurent polynomial entries.

As \( \beta \) varies over \(B_N\), the entries of \(CB(\beta)\) become Laurent polynomials of arbitrarily high degree. Thus computing \(CB(\beta)\) for long braids \( \beta \) becomes very inefficient, even though the colored Burau matrices themselves are very simple. To overcome this problem and to make the colored Burau representation suitable for cryptographic applications, we introduce an additional step: E-multiplication.

3. E-Multiplication™

The foundation of the Hickory Hash, IronwoodKAP, and WalnutDSA protocols, is based on a one-way function called E-multiplication. E-multiplication combines the theory of braids, the theory of matrices with polynomial entries (expressions of finite length constructed from variables), and modular arithmetic in small finite fields. Using E-multiplication, we can exchange the complexity of the colored Burau matrices into a non-cyclic, non-abelian finite set of matrix/permutation pairs and can reduce computation times.

Let \( q \) be a prime power, and let \( F_q \) be the finite field of \( q \) elements. A set of \( T\)-values is defined to be a collection of non-zero field elements:
\[
\{\tau_1, \tau_2, \ldots, \tau_N\} \subset F_q.
\]
Given a set of \( T\)-values, we can evaluate any Laurent polynomial \( f(t_1, t_2, \ldots, t_N) \) to obtain an element of \( F_q \):
\[
f(t_1, t_2, \ldots, t_N) \downarrow_{\text{T-values}} := f(\tau_1, \tau_2, \ldots, \tau_N).
\]
We extend this notation to matrices over Laurent polynomials in the obvious way.

With all these components in place we can now define E-multiplication. By definition, E-multiplication is an operation that takes as input two ordered pairs,
\[
(M, \sigma_0), \ (CB(\beta), \sigma_\beta),
\]
where \( \beta \in B_N \) and \( \sigma_\beta \in S_N \) as before, and where \( M \in GL(N, F_q) \), and \( \sigma_0 \in S_N \). We denote E-multiplication with a star: \( \star \). The result of E-multiplication, denoted
\[
(M', \sigma') = (M, \sigma_0) \star (CB(\beta), \sigma_\beta),
\]
will be another ordered pair \((M', \sigma') \in GL(N, F_q) \times S_N\).

We define E-multiplication inductively. When the braid \( \beta = b_i^\pm \) is a single generator or its inverse, we put
\[
(M, \sigma_0) \star (CB(b_i^\pm), \sigma_{b_i^\pm}) = \left( M \cdot \sigma_0(CB(b_i^\pm)) \downarrow_{\text{T-values}}, \ \sigma_0 \cdot \sigma_{b_i^\pm} \right).
\]
In the general case, when \( \beta = b_{i_1}^1 b_{i_2}^2 \cdots b_{i_k}^k \), we put
\[
(M, \sigma_0) \ast (CB(\beta), \sigma_\beta) = (M, \sigma_0) \ast (CB(b_{i_1}^1), \sigma_{b_{i_1}^1}) \ast (CB(b_{i_2}^2), \sigma_{b_{i_2}^2}) \cdots \ast (CB(b_{i_k}^k), \sigma_{b_{i_k}^k}),
\]
where we interpret the right of (6) by associating left-to-right. One can check that this is independent of the expression of \( \beta \) in the Artin generators.

Due to the sparseness of the CB matrices and the small sizes of the fields used in applications, E-Multiplication runs extremely fast, even in the smallest of computing devices including 8- and 16-bit microcontrollers.

4. WalnutDSA

Digital signatures provide a means for one party to create a document that can be sent through a second party and verified for integrity by a third party. This method ensures that the document was created by the first party and not modified by the second. Historically, digital signatures have been accomplished using various number-theoretic Public Key methods like RSA, DSA, and ECDSA.

WalnutDSA [13] is a new group theoretic digital signature protocol whose security is based on E-Multiplication, together with a new hard problem in braid groups, the cloaked conjugacy search problem, which appears immune to all the types of attacks related to the conjugacy search problem given in [14], [15], [17], [18], as well as the recent attacks in [7], [25], [27]. Due to the speed of E-Multiplication, Walnut allows for very rapid signature verification.

**Definition (cloaking element)** Let \( m \in GL(N, \mathbb{F}_q) \) and \( \sigma \in S_N \). An element \( v \) in the pure braid subgroup of \( B_N \) is termed a cloaking element of \( (m, \sigma) \) if
\[
(m, \sigma) \ast (v, \text{Id}_{S_N}) = (m, \sigma),
\]
where \( \text{Id}_{S_N} \) is the identity permutation in \( S_N \). The cloaking element is defined by the property that it essentially disappears when performing E-Multiplication.

**Cloaked Conjugacy Search Problem (CCSP)** Consider the braid group \( B_N \) and symmetric group \( S_N \) with \( N \geq 8 \). Let \( Y, v, v_1 \in B_N \) be unknowns where \( v \) cloaks \( (\text{Id}_N, \text{Id}_{S_N}) \) and \( v_1 \) cloaks \( Y \). Assume \( A \in B_N \) and \( R(Y^{-1} v A Y v_1) \) are known. Then it is infeasible to determine \( Y \) if the normal form of \( Y \) has a word length of at least 2000 Artin generators.

The protocol for Walnut signature generation and verification proceeds as follows.

**Digital Signature Generation:**

1. Choose an integer \( 1 < i < n \).
2. Generate the cloaking elements \( v \) and \( v_1 \).
3. Generate the encoded message \( E(\mathcal{M}) \).
4. Compute \( \text{Sig} = R((\text{Priv}(S))^{-1} \cdot v \cdot E(\mathcal{M}) \cdot \text{Priv}(S) \cdot v_1) \), which is a braid.
5. The final signature for the message \( \mathcal{M} \) is the ordered pair \( (\mathcal{M}, \text{Sig}) \).

**Signature Verification:** The signature \( (\mathcal{M}, \text{Sig}) \) is verified as follows:

1. Generate the encoded message \( E(\mathcal{M}) \).
2. Define $\text{Pub}(E(\mathcal{M}))$ by
\[
\text{Pub}(E(\mathcal{M})) = (\text{Id}_N, \text{Id}_{S_N}) \ast E(\mathcal{M}).
\]
where $\text{Id}_N$ is the $N \times N$ identity matrix and $\text{Id}_{S_N}$ is the identity permutation in $S_N$.

3. Evaluate the E-Multiplication $(M_{\text{Pub}Sig}, \sigma_{\text{Pub}Sig}) = \text{Pub}(S) \ast \text{Sig}$.

4. Verify the equality
\[
\text{MatrixPart}(\text{Pub}(S) \ast \text{Sig}) = \text{MatrixPart}(\text{Pub}(E(\mathcal{M}))) \cdot \text{MatrixPart}(\text{Pub}(S)),
\]
where the matrix multiplication on the right is performed over the finite field. The signature is valid if this equality holds. If the results are not equal then the signature validation has failed.

5. IronwoodKAP

The Ironwood Key Agreement Protocol [19] allows two devices, each of which is in possession of some public system data and some private data, to obtain a shared secret after an exchange of some public data (public keys) over an open communication channel. The first device may be enabled to evaluate E-Multiplication using selectively pre-shared data, which the second device does not require. The first device may authenticate its public key by transmitting a signed certificate along with its public key. The public key of the second device may not require authentication.

The system data for the IronwoodKAP consists of a group $S$ acting on the left on a monoid $M$, and a second group $N$ which is also a vector space, and abelian subgroup $N_0 \leq N$. The case of the monoid $M$ being the colored Burau representation of the Braid group, the group $S$ being the symmetric group, and the group $N$ being $GL(N, F_q)$ can be implemented very efficiently.

First Device Private Data:
- E-Multiplication Data: A homomorphism $\Pi : M \to N$, which enables the first device to evaluate the one–way function E-multiplication $\ast$, together with two E-commuting submonoids $A, B \leq M \rtimes S$.
- Two secret elements $(m_1, s), (m_2, s) \in A$ and two secret elements $c_1, c_2 \in N_0$.
- Using the secret elements, the first device evaluates two ordered pairs associated with its private keys, $(c_1 \cdot \Pi(m_1), s), (c_2 \cdot \Pi(m_2), s) \in N \times S$.

First Device Public Data:
- The first device public key is a combination of $(c_1 \cdot \Pi(m_1)) \cdot (c_2 \cdot \Pi(m_2))^{-1}$, generated above, and a value generated by the first device upon receiving the public key from the second device. The first device generates the public key data, using E-multiplication, in the manner described in Steps 1–4 of the protocol below.

Second Device Private Data:
An element $c_0 \in N_0$.

Second Device Public Data:
The Ironwood public key \((c_0 \cdot \Pi(m_0), s_0)\), which is evaluated by the TTP, where \((m_0, s_0)\) is a fixed element in the submonoid \(B\) that is specified for the second device.

**Ironwood Key Agreement Protocol:**

**STEP 1:** The second device sends its Ironwood public key over an open channel to the first device.

**STEP 2:** The first device uses the Ironwood public key of the second device and each of its private keys to compute:

\[
(c_1, 1) \cdot (c_0 \cdot \Pi(m_0) \cdot (m_1, s) = (c_0, 1)(c_1 \cdot \Pi(m_1), s) \cdot (m_0, s_0) = (Y_1, s_0 s),
\]

\[
(c_2, 1) \cdot (c_0 \cdot \Pi(m_0) \cdot (m_2, s) = (c_0, 1)(c_2 \cdot \Pi(m_2), s) \cdot (m_0, s_0) = (Y_2, s_0 s).
\]

**STEP 3:** The first device applies a projection operator \(\text{proj}: \mathbb{N} \to \text{a lower dimensional subspace of } \mathbb{N}\) to the elements \(Y_1, Y_2\) to obtain \(V_1 = \text{proj}(Y_1), V_2 = \text{proj}(Y_2)\).

**STEP 4:** The first device sends the session public key \(\left( (c_1 \cdot \Pi(m_1)) \cdot (c_2 \cdot \Pi(m_2))^{-1}, V_1 \right)\).

**STEP 5:** The second device evaluates \(V_2 = c_0 \cdot (c_1 \cdot \Pi(m_1)) \cdot (c_2 \cdot \Pi(m_2))^{-1} \cdot c_0^{-1}\).

**STEP 6:** Both devices are now in possession of the value \(V_2\). When both devices apply a cryptographic hash function to \(V_2\), the output is the shared secret produced by the Ironwood-KAP.

### 6. Hickory Hash Function

The Hickory Hash Function is based on a protocol that first appeared in 2016 [2]. In brief, it is a family of hash functions specified by the following data:

\[
\{ B_N, q, \lambda, \text{ t-values } = \{\tau_1, \ldots, \tau_N\}, \{c_0, c_1, \ldots, c_{2^{\lambda}-1}\} \subset B_N, \ (n_0, \sigma_0) \in \mathbb{N}_q \times S_N \},
\]

where

- \(B_N\) is the braid group on \(N\) strands;
- \(q\) is a power of 2, the \(t\)-values are invertible elements in \(F_q\);
- the collection of braid group elements \(\{c_0, c_1, \ldots, c_{2^{\lambda}-1}\}\) is fixed and assumed to generate a free submonoid of \(B_N\);
- \((n_0, \sigma_0) \in N_q \times S_N\) is an ordered pair.

The output of the Hash function is defined to be the sequence of bits that specify the matrix, which is evaluated through a sequence of E-multiplications where the \(t\)-values change at each step. The length of the Hash is given by

\[
N^2 \cdot \text{ceil}(\log_2(q)),
\]

where for \(x > 0\), the function \(\text{ceil}(x)\) (denotes the ceiling of \(x\)) which is the smallest integer \(n\) such that \(x \leq n\).

The Hickory Hash Function is a specific instantiation of this Hash family, specifying all the parameter data, defined in [3].
7. Quantum resistance of WalnutDSA, IronwoodKAP, Hickory Hash I: Grover’s quantum search algorithm

A cryptographic protocol is said to be quantum resistant if it remains secure even when an attacker has access to a quantum computer and can perform polynomial time quantum computations. In this section and the next, we present evidence that WalnutDSA, IronwoodKAP, and Hickory Hash are viable quantum resistant protocols.

Grover’s quantum search algorithm [21] allows a quantum computer to search for a particular item in an unordered \( n \)-element search space in \( O(\sqrt{n}) \) steps. By comparison, searching on a classical computer takes \( O(n) \) steps. It follows that if the security level of a cryptosystem is based on a brute force search of a keyspace, then Grover’s quantum search algorithm will reduce a security level of \( 2^k \) to \( 2^{k/2} \). If the running time of the cryptosystem is quadratic in the security level, then Grover’s algorithm will generally result in a fourfold increase in running time.

Now the running time of WalnutDSA, IronwoodKAP, and Hickory Hash, is linear in the security level. In order to double the security strength of these protocols, the complexity runtime doubles. This means that if an attacker has access to a quantum computer, then the running time will only have to double to maintain the same security level because doubling the security level (to counteract Grover’s algorithm) only requires double the runtime.

8. Quantum resistance of WalnutDSA, IronwoodKAP, Hickory Hash II: Shor’s algorithm and the hidden subgroup problem

It was observed by Kitaev [24] that the quantum algorithms that have been developed to break classical cryptographic systems such as those based on the hardness of computing discrete logarithms [30] can be vastly generalized to solve the Hidden Subgroup Problem (HSP):

**Hidden Subgroup Problem:** Let \( G \) be a finite group and let \( H \) be a subgroup of \( G \). For a finite set \( X \), let \( f: G \to X \) be a function that is constant and distinct on left cosets of \( H \). In other words \( f(gh) = f(gh') \) for any fixed \( g \in G \) and all \( h, h' \in H \) and \( f(gh) \neq f(g'h) \) for \( g \neq g' \) \((g, g' \in G)\) and any \( h \in H \). We say \( f \) hides the subgroup \( H \subset G \). The Hidden Subgroup Problem is then the following: given an \( f \) as above, find the subgroup \( H \) that it hides.

Shor’s algorithm [30] reduces the hard problem of factoring to finding the order of an element in a cyclic group (discrete logarithm problem). He then solves the order finding problem with a quantum period-finding subroutine that reduces to the HSP for cyclic groups. It is known that the HSP can be solved on a quantum computer when the hidden subgroup \( H \) is abelian [26].

By contrast, at present there is no known polynomial-time solution to the HSP when the hidden subgroup is non-abelian, although some special cases have been solved [5, 8, 12, 16, 20].

The WalnutDSA, IronwoodKAP, and Hickory Hash protocols take place on the braid group \( B_N \), which is an infinite non-abelian group. The security of these protocols is based on the hardness of reversing E-multiplication and CCSP. There seems to be no way to connect these hard problems with HSP.

The core operation in WalnutDSA, IronwoodKAP, and Hickory Hash is E-multiplication, as described in Section 3. Given an element

\[
\beta = b_{i_1}^{e_1} b_{i_2}^{e_2} \cdots b_{i_k}^{e_k} \in B_N,
\]
where \( i_j \in \{1, \ldots, N-1\} \), and \( \epsilon_j \in \{\pm 1\} \), we can define a function \( f : B_N \to GL(N, F_q) \) where \( f(\beta) \) is given by the E-multiplication \((1, 1) \ast (\beta, \sigma_\beta)\) and \( \sigma_\beta \) is the permutation associated to \( \beta \). Now E-multiplication is a highly non linear operation. As the length \( k \) of the word \( \beta \) increases, the complexity of the Laurent polynomials occurring in the E-multiplication defining \( f(\beta) \) increases exponentially. It does not seem to be possible that the function \( f \) exhibits any type of simple periodicity, so it is very unlikely that inverting \( f \) can be achieved with a polynomial quantum algorithm. Note that this does reduce the group theoretic protocols discussed in this paper into a finite, yet still highly non-cyclic, non-abelian group; however this does not affect the analysis.

The class NP (nondeterministic polynomial time) is the set of all decision problems with the property that if someone reveals the answer to the decision problem, then it is possible to vary the answer in polynomial time. In [6] it is shown that relative to an oracle chosen uniformly at random with probability 1, the class NP cannot be solved on a quantum Turing machine in time \( o(2^{n/2}) \). In this sense the quantum search algorithms which are purely based on the blackbox property of the formulae, cannot solve the search problem in time \( o(2^{n/2}) \). This implies that the search problem remains resistant in the quantum computational model.

The class NP (nondeterministic polynomial time) is the set of all decision problems with the property that if someone reveals the answer to the decision problem, then it is possible to vary the answer in polynomial time. In [6] it is shown that relative to an oracle chosen uniformly at random with probability 1, the class NP cannot be solved on a quantum Turing machine in time \( o(2^{n/2}) \). In this sense the quantum search algorithms which are purely based on the blackbox property of the formulae, cannot solve the search problem in time \( o(2^{n/2}) \). This implies that the search problem remains resistant in the quantum computational model.

Given a group presentation \( G \) and a word \( w \) in \( G \), consider the class of all words in \( G \) that are equivalent to \( w \), under the defining relations of \( G \). Can we find the element in this class of words which has the shortest word length in the generators and their inverses? This is called the **shortest word problem** in the group \( G \). Under the assumption that the shortest word problem in the braid group can be efficiently solved [27] developed an heuristic length attack on AEDH which can be refuted for large key lengths [23]. In 1991, Paterson–Razborov [28] showed that the shortest word problem in the braid group on infinitely many strands is at least as hard as an NP-complete problem. This suggests that the shortest word problem in the braid group on infinitely many strands may be quantum resistant. Tatsuoka [31] has shown that the shortest word problem in the braid group on a fixed finite number of strands can be solved in quadratic time. But the constants in the estimate of the running time must be growing exponentially large as the number of strands increase for the Paterson–Razborov result to hold. This lends further credibility for the choice of group theoretic protocols described in this paper as a viable choice for post quantum cryptography.

9. **Conclusions**

At its core, WalnutDSA, IronwoodKAP, and Hickory Hash utilize the infinite non-abelian braid group in concert with a distinct one way function (E-multiplication) which is both rapidly computable and erases the data required for reversal.

A central feature to E-multiplication based protocols is that the running time and security level grow linearly with the length of the private key. This stands in stark contrast to other Public Key systems which grow quadratically. This feature ensures that a quantum search attack on E-multiplication based protocols, is that the running time and security level will only require doubling the running time of the algorithm (instead of increasing it by a factor of 4) while maintaining the same security level as in a pre-quantum world.

Shor’s algorithm [30] has made cryptographic protocols whose security is based on the hardness of computing discrete logarithms vulnerable to quantum attacks. Shor’s algorithm has been further generalized to a larger set of hard problems now collectively known as the **Hidden Subgroup Problem** (HSP). The HSP has now been shown to be solvable on a quantum
computer when the hidden subgroup is finite abelian or is one of a small class of finite non-abelian groups. The braid group does not contain any non-trivial finite subgroups at all, making it a viable quantum-resistant candidate for cryptography.
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